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Figure 1. Program code (part 1) 
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Figure 2. Program code (part 2) 
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Figure 3. Program code (part 3) 
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Figure 4. Program code (part 4) 
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Figure 5. Program code (part 5) 
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Figure 6. Program code (part 6) 

 

Figure 7. Program output (part 1) 
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Figure 8. Program output (part 2) 
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Figure 9. Histogram of variables in the Boston housing dataset 

 

Figure 10. Heatmap of the Boston housing dataset 
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Figure 11. Distribution of the LSTAT variable 

 

Figure 12. Scatterplots showing the LSTAT and RM variables against MEDV 
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Figure 13. Performing a logarithmic transformation of the LSTAT variable 

 

Figure 14. Model evaluation on 10-fold cross-validation 
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Figure 15. Regression Errors 

 

Figure 16. Residual Plot 
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OPTION #1: Simple Linear Regression in Scikit Learn 

 This paper describes a linear regression model in Python that predicts the median value of 

an owner-occupied home in the $1,000s from the Boston housing dataset. The dataset contains 

506 rows and 14 features, totaling 7,804 values. Figure 7, the first half of the program’s console 

output, shows each dataset feature’s name and the corresponding description. Figures 1 – 6 show 

the code to create the program and its output. There are no null values in the dataset, and all the 

variables are floating-point numbers that occupy 64 bits in memory. 

Exploratory Data Analysis (EDA) 

The program outputs descriptive statistics for all the variables and the first and last five 

rows of the dataset. Figure 9 shows a histogram for all dataset variables. Agarwal (2018) writes 

that the target variable, MEDV, which indicates the median value of an owner-occupied home in 

the $1,000s, appears normally distributed with a few outliers. Figure 10 shows a correlation 

matrix and any multicollinearity that exists between variables. When performing linear 

regression, we seek to identify variables that strongly correlate with the target variable. The 

correlation matrix shows that RM, the average number of rooms per house, correlates positively 

with the target variable (r=0.7) and that LSTAT, the percent of the lower status of the population, 

correlates negatively with the target (r=-0.74). Therefore, our linear regression model will focus 

on these two variables and ignore the remainder since they do not strongly correlate with the 

target variable.  

 Figure 11 takes a closer look at the distribution of the LSTAT variable. In contrast to the 

distribution of the RM variable, which is normally distributed, the distribution of the LSTAT 

variable appears positively skewed—it has a tail on the right side. Figure 12 plots the RM and 

LSTAT variables against the MEDV variable. The data in the scatterplot on the left-hand side of 

the image, showing LSTAT against MEDV, appears to follow more of a curved distribution than 
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the plot of RM against MEDV, shown on the figure’s right-hand side. Therefore, Chung (2019) 

writes that we can transform the LSTAT variable logarithmically to prevent the model from 

underfitting. 

Underfitting occurs when the model is incapable of capturing the variability of the 

training data (Jabbar & Khan, 2014). Chung states that by logarithmically transforming the 

LSTAT variable, we minimize the nonlinear relationship in the data and create a more accurate 

model. Figure 13 compares the LSTAT variable with its logarithmically transformed counterpart, 

LOGLSTAT, plotted against MEDV. We capture more data by drawing a diagonal line through 

the right-hand image, which contains the logarithmically transformed variable, rather than the 

left-hand image containing the untransformed data. Therefore, using this transformed variable to 

train our linear regression model allows it to capture more of the training data’s variability. 

Model Training, Evaluation, and Results 

 The program divides the training features, which contain just the LOGLSTAT and RM 

variables, and the target variable, MEDV, into 75% and 25% training and testing sets, 

respectively. The training set contains 379 rows, and the testing set contains 127 rows, as shown 

by the program’s console output in Figure 8. The program then computes the root mean squared 

error (RMSE) for a baseline regressor that uses the target variable’s mean as its prediction and 

three linear regression models, (a) good old-fashioned (GOF) linear regression, (b) lasso 

regression, and (c) ridge regression, using 10-fold cross-validation over the training data. 

Figure 14 shows the RMSE for each of the models across each of the ten folds. The lower 

the RMSE, the better the model. The image shows that GOF linear regression (𝑅𝑀𝑆𝐸 =

 4.932 ± 0.85) and ridge regression (𝑅𝑀𝑆𝐸 =  4.931 ± 0.86) performed nearly identically. 

Therefore, GOF linear regression was chosen to make predictions on the test data. The model 

achieved an RMSE of 5.05 on the test data, as shown in Figure 8, using the following equation: 
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𝑌𝑖̂ = −10.35 × ln(𝐿𝑆𝑇𝐴𝑇𝑖) + 3.58 × 𝑅𝑀𝑖 + 24.52. The program outputs the independent 

variables and their corresponding coefficients to the console, as shown in Figure 8. 

Discussion and Predictions 

 How can we interpret this output? The RMSE values of 4.93 and 5.05, which the GOF 

linear regression model achieved on the training and testing sets, respectively, can be interpreted 

as saying that the model is roughly $5,000 off the actual value, on average. Additionally, in the 

equation that generates the model’s predictions, we can interpret the coefficient of the LSTAT 

variable, the percentage of the lower status of the population, as saying that a 1% increase in 

LSTAT decreases the median value of an owner-occupied home by about 
10.35

100
 =  .1035 or 

$103.5, holding all other independent variables constant (Chung, 2019; Interpreting Log 

Transformations in a Linear Model | University of Virginia Library Research Data Services + 

Sciences, n.d.). Further, Chung (2019) writes that we can interpret the coefficient of the RM 

variable, the average number of rooms per home, as saying that for every one-unit increase in a 

house’s average number of rooms, the median value increases by about $3,580, holding all other 

independent variables constant. Lastly, the y-intercept indicates that the starting price of a house 

in Boston in 1979 would be around $24,520. 

The program’s final output, shown in Figure 8, displays ten records from the test data set 

and their corresponding LSTAT, RM, predicted, and true values. One can plug the values from 

the LSTAT and RM variables into the equation above to understand how the model generates its 

predictions. Furthermore, Figures 15 and 16, which plot the actual vs. predicted values and the 

predicted vs. residual values of the test dataset, respectively, display these same ten records with 

their predictive errors highlighted in red. For instance, residual plots indicate what we need to do 

to fix our predictions (Fenner, 2019). From Figure 16, we can see that the model consistently 
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under-predicts a few records around the $15,000 mark by about $5,000, as can be verified with 

the program’s console output, shown in Figure 8. 

Conclusion 

 In conclusion, this paper described a simple linear regression model in Python, developed 

using scikit-learn, to predict the median value of an owner-occupied home in the $1,000s from 

the Boston housing dataset. The paper gave a brief overview of the dataset and used graphical 

approaches, including heatmaps, to explore the data to determine variables strongly correlated 

with the target variable. The paper also discussed techniques to logarithmically transform the 

independent variables to avoid underfitting the model and used graphical output to verify the 

correctness of these techniques. The best performing linear regression model was selected to 

create predictions on the test data and achieved an RMSE of 5.05. Finally, the paper discussed 

the implications of this model and its predictions and used graphical output to support these 

discussions. 
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